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The mathematical physics and contact problems in the theory of elasticity lead to an

integral equation of the �rst or second kind see [1, 2], Abdou et al. [3, 4, 5] discussed

some di�erent methods to solve FIE of the �rst kind with logarithmic kernel and Carleman

function respectively. In [6], the author obtained the spectral relationships for the VFIE

of the �rst kind. In [7, 8], the authors present some techniques to get analytic solution

of the integral equation of the �rst and second kind, also some numerical methods are

discussed in [9, 10]. In this paper, we consider the VFIE of the �rst kind:
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Numerical solution of Volterra-Fredholm Integral

Equations with Singular kernals using Toeplitz

matrices.

1 Introduction

Abstract: This paper deals with an improvement of the numerical method based on

Toeplitz matrices to solve the Volterra Fredholm Integral equation of the second kind

with singular kernel. The kernel function K(s, t) is moderately smooth on [a, b] × [0, T ]

except possibly across the diagonal s = t. We transform the Volterra integral equations

to a system of Fredholm integral equations of the second kind which will be solved by

Toeplitz matrices method. This lead to a system of algebraic equations. Thus, by solving

the matrix equation, the approximation solution is obtained. The accurate numerical

solution will be presented. Keywords: Mixed integral equation, Toeplitz matrix method,

logarithmic kernel, Carleman function.IJS
T
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∫ t

0

∫
Ω

K(|x− y|)F (t, τ)φ(y, τ)d yd τ +

∫ t

0

G(t, τ)φ(x, τ)d τ = f(x, t) (1)

under the dynamic condition ∫
Ω

φ(x, t)d x = p(t) (2)

and with initial condition f(x, 0) = 0. Here, Ω is a non-empty bounded subset of R

and t ∈ [0, T ]. The contact problem of a rigid surface (G, ν) having an elastic material, the

integral equation (1) under (2) is investigated from where G is the displacement magnitude

and ν is Poisson's coe�cient. If a stamp of length two units where its surface is describing

by f?(x) , is impressed into an elastic layer surface of a strip by a variable force p(t) ,

whose eccentricity of application e(t) , that cases rigid displacement γ(t). Therefore we

de�ne the free term of (1) as

f(x, t) = πθ
(
δ(t)− f?(x)

)
θ =

G

2(1− ν)
, 0 6 t 6 T < 1, 0 6 ν 6 1

In (1) the function F (t, τ) of time represents the resistance force of the lower material,

while G(t, τ) is called the supplied external force in the contact domain of the upper and

lower surfaces. In order to guarantee the existence of a unique solution of equation (1),

under the condition (2), we assume the following:

• The kernel K(|x− y|) satis�es the discontinuity condition:

∫
Ω2

K(|x− y|)2d xd y <∞(i.e∃)

• For all values of t, τ ∈ [0, T ], the two continuous function of time F (., τ) and G(., τ)

satisfy the following condition:

|F (t, τ)| < B, |G(t, τ)| < C

• The known function f ∈ L2(Ω)× C([0, T ]), in this space we de�ne the norm as:

||f ||L2(Ω)×C([0,T ]) = sup
t∈[0,T ]

∫ t

0

||f(., t)||L2(Ω)
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• The unknown function φ satis�es Lipschitz condition with respect to the �rst argu-

ment and Hölder condition for the second argument.

In this paper, we use numerical technique based on Trapezoidal rule, to reduce the

Volterra-integral Equations to a linear system of Fredhom Integal equations which will be

solved using technique of Toeplitz matrices method. The paper is organized as follows. In

section 2, we transform the Volterra-fredholm Integral equations to a system of Fredholm

integral equations of the second kind. In section, 4, we present our contribution to solve

the system of Fredholm Integral equation. In the remainder of the paper, we give a

practical example to certify the validity of the proposed technique.

Many de�nite integrals cannot be computed in closed form, and must be approximated

numerically. In this way, we will use quadrature method to approximate the integral

according to τ and get a system of Fredholm integral equation.

First, if t = 0 the Volterra-Fredholm integral equations is veri�ed since f(x, 0) = 0. For

the sake of convenience, we often assume that the interval [0, T ] has been decompose into m

pieces of equal length, for some positive integer m. The length of each piece is the h̃ = T
m
,

so ti = i h̃, i = 0, . . . ,m. For a given t = tj, we divide the interval of integration (0; tj)

into j equal subintervals, δτ = h̃ =
tj−0

j
. Let τ0 = 0, t0 = τ0, tj = τj = t, τj = jδτ, tj = τj.

Here,

δτ =
τj − 0

j
=
t− 0

m
, τj 6 t, j > 1, t = tm = τm

In all our approximation, the error assumed negligible, this help us to get a system of

Fredholm Integral equations.

Now, Putting t = tj in (1) we get:

j∑
i=0

νiG(tj, ti)φ(x, ti) +

j∑
i=0

uiF (tj, ti)

∫
Ω

K(|x− y|)φ(y, ti)d y = f(x, tj), j = 0, . . . ,m
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Here, ti are the quadrature points and νi and ui are the quadrature weights. In our study,

we will use Trapezoidal integration as quadrature method but others quadrature methods

can be applied. In the next we will use these notations:

G(tj, ti) = Gj,i, F (tj, ti) = Fj,i, φ(x, ti) = φi(x), f(x, ti) = fi(x), i, j = 0, . . . ,m

The system of Fredholm Integral equations can be written as:

j∑
i=0

νiGj,iφi(x) +

j∑
i=0

uiFj,i

∫
Ω

K(|x− y|)φi(y)d y = fj(x), j = 0, . . . ,m (3)∫
Ω

φj(x)d x = pj, j = 0, . . . ,m (4)

This lead to: for all j = 1 . . .m, we have the system of Fredholm Integral equation:

h̃

2
Gj,jφj(x) +

h̃

2
Fj,j

∫
Ω

K(|x− y|)φj(y)d y = gj(x) (5)

gj(x) = fj(x)− h̃
j−1∑
i=0

′

Gj,iφi(x) − h̃

j−1∑
i=0

′

Fj,i

∫
Ω

K(|x− y|)φi(y)d y (6)

where the prime indicates that the �rst term to be halved.

A simple modi�cation of (5) leads to:



for j = 1,
h̃

2
G1,1φ1(x) +

h̃

2
F1,1

∫
Ω

K(|x− y|)φ1(y)d y = g1(x)

with f1(x)− h̃

2
G1,0φ0(x)− h̃

2
F1,0

∫
Ω

K(|x− y|)φ0(y)d y = g1(x)

for j = 2, . . . ,m,
h̃

2
Gj,jφj(x) +

h̃

2
Fj,j

∫
Ω

K(|x− y|)φj(y)d y = gj(x)

fj(x)− h̃
j−1∑
i=0

′

Gj,iφi(x)− h̃Fj,0
2

∫
Ω

K(|x− y|)φ0(y)d y − h̃
j−1∑
i=1

Fj,i

(
2

h̃Fi,i
gi(x)− Gi,i

Fi,i
φi(x)

)
= gj(x)
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Our Volterra-Fredholm Integral equation is transformed into a system of Fredholm integral

equation. Here, we present our strategy to solve the system and for simplicity we will

consider the Fredholm Integral equation of the second kind:

φj (x) = fj (x) + λ

∫ a

−a
K (|x− y|)φj (y) dy (7)

The interval [−a, a] is divided into 2N subintervals with constant stepsize h = a
N
.

Now, we will present three methods to approximate this integral, and we will compute

the numerical error given from each method.

∫ a

−a
K (|x− y|)φj (y) dy =

N−d∑
n=−N

(∫ (n+d)h

nh

k (|x− y|)φj (y) dy

)

=
N−d∑
n=−N

d+1∑
i=1

βni (x)φj ((n+ i− 1)h)) + Error (8)

where βni are d+1 functions will be determined and Error is the estimate error which

depends on x and on the way that the coe�cients βin are chosen. The coe�cients are

speci�ed such that the local error is O(hd+2) and therefore the global error is O(hd+1).

In order to determine the function βni we put in (9) φi(x) = xi, i = 1, . . . , d, this yields

to a Vandermonde linear system in terms of of the functions βni . For choosing the value

of φ the Error term must be vanish. Here, we limit our presentation to the case where

d ∈ {1, 2, 3}. The same method can be applied to d > 4.

In this section, we present di�erent choice of the parameter d and the Toeplitz matrix

involved in our computation. Our contribution is to develop a higher order approximation

(increase the parameter d) in order the decrease the error. For this reason, we will consider

the known case d = 1 and other news cases d = 2, and d = 3.
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4.1 First case: d = 1

In this case, we have:∫ (n+1)h

nh

K (|x− y|)φj (y) dy =
2∑
i=1

βni (x)φj(n+ i− 1)h (9)

In order to determine the function βni , i = 1, 2. We put in (9) φ(x) = 1 and φ(x) = x,

we get the following linear system:∫ (n+1)h

nh

K (|x− y|) dy = β1 + β2∫ (n+1)h

nh

K (|x− y|) ydy = β1nh+ β2 (n+ 1)h

A simple computation gives:

βn1 (x) = (n+ 1)

∫ (n+1)h

nh

K (|x− y|) dy − 1

h

∫ (n+1)h

nh

K (|x− y|) ydy

βn2 (x) = −n
∫ (n+1)h

nh

K (|x− y|) dy +
1

h

∫ (n+1)h

nh

K (|x− y|) ydy

After forgetting the error term (8), we have:

∫ a

−a
K (|x− y|)φj (y) dy =

N−1∑
n=−N

βn1 (x)φj(nh) + βn2 (x)φj((n+ 1)h)

=
N∑

n=−N

D2
n(x)φj(nh) (10)

Where

D2
n(x) =


β−N1 (x) if n = −N

βn1 (x) + βn−1
2 (x) if −N + 1 6 n 6 N − 1

βN−1
2 (x) if n = N

Putting x = mh,∀m = −N, . . . , N in (10), then (7) is a system of 2N+1 linear equations

with 2N + 1 unknowns and can be written as

φj(mh)− λ
N∑

n=−N

Dn
2 (mh)φj(nh) = f(mh),∀m ∈ [[−N,N ]] (11)
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Here, for all m = −N, . . . , N , φ(mh), are the unknowns, Dn
2 (mh) are the coe�cients

of the system, and f(mh) are the constants term. We use the following notations: for

i = 1, 2, and for −N 6 m,n 6 N, βim,n = βni (mh).

We de�ne the sequence φj(mh) = φm, fj(mh) = fj,m and D2
n(mh) = D2

m,n, then the

linear system can be written as:

φj,m − λ
N∑

n=−N

D2
m,nφj,n = fm, ∀m ∈ [[−N,N ]] (12)

The 2N + 1 equations is equivalent to a matrix equation of the form:

(Id− λA)φj = f

where Id is the identity matrix in M2N+1(R) and A ∈ M2N+1(R), φ is a column

vector with 2N + 1 entries, and f is a column vector with 2N + 1 entries.

A =


D2
−N,−N D2

−N,−N+1 · · · D2
−N,N

D2
−N+1,−N D2

−N+1,−N+1 · · · D2
−N+1,N,

...
...

. . .
...

D2
N,−N D2

N,−N+1 · · · D2
N,N

 , φ =


φj,−N
φj,−N+1

...
φj,N

 , f =


fj,−N
fj,−N+1

...
fj,N


The Matrix A can be rewritten as:

A =


β1
−N,−N β1

−N,−N+1 + β2
−N,−N · · · β2

−N,N−1

β1
−N+1,−N β1

−N+1,−N+1 + β2
−N+1,−N · · · β2

−N+1,N−1
...

...
. . .

...
β1
N,−N β1

N,−N+1 + β2
N,−N · · · β2

N,N−1

 ,
The matrix A can be written using a Toeplitz matrix. A = T − E, where Putting

x = mh, then the matrix A can be written using a Toeplitz matrix: A = T− E, where

T = (Tmn), Tmn = β1
m,n + β2

mn−1 if −N 6 n,m 6 N

is a Toeplitz matrix of order 2N + 1 and

E = (Emn), Emn =


β2
m,−N−1 if n = −N, −N 6 m 6 N

0 if −N + 1 6 n 6 N − 1, −N 6 m 6 N
β1
m,N if n = N, −N 6 m 6 N
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represents a matrix of order 2N + 1 whose elements are zeros except the �rst and last

columns.

However, the solution of the system (12) can be obtained in the form

φj = (Id− λ(T− E))−1f , and |Id− λA| 6= 0

To clarify the previous idea, let us consider the case N = 2, the matrix A ∈ M5(R)

can be written as:

A =



β1
−2,−2 β1

−2,−1 + β2
−2,−2 β1

−2,0 + β2
−2,−1 β1

−2,1 + β2
−2,0 β2

−2,1

β1
−1,−2 β1

−1,−1 + β2
−1,−2 β1

−1,0 + β2
−1,−1 β1

−1,1 + β2
−1,0 β2

−1,1

β1
0,−2 β1

0,−1 + β2
0,−2 β1

0,0 + β2
0,−1 β1

0,1 + β2
0,0 β2

0,1

β1
1,−2 β1

1,−1 + β2
1,−2 β1

1,0 + β2
1,−1 β1

1,1 + β2
1,0 β2

1,1

β1
2,−2 β1

2,−1 + β2
2,−2 β1

2,0 + β2
2,−1 β1

2,1 + β2
2,0 β2

2,1


in this case the Toeplitz matrix T is given by:

T =



β1
−2,−2 + β2

−2,−3 β1
−2,−1 + β2

−2,−2 β1
−2,0 + β2

−2,−1 β1
−2,1 + β2

−2,0 β1
−2,2 + β2

−2,1

β1
−1,−2 + β2

−1,−3 β1
−1,−1 + β2

−1,−2 β1
−1,0 + β2

−1,−1 β1
−1,1 + β2

−1,0 β1
−1,2 + β2

−1,1

β1
0,−2 + β2

0,−3 β1
0,−1 + β2

0,−2 β1
0,0 + β2

0,−1 β1
0,1 + β2

0,0 β1
0,2 + β2

0,1

β1
1,−2 + β2

1,−3 β1
1,−1 + β2

1,−2 β1
1,0 + β2

1,−1 β1
1,1 + β2

1,0 β1
1,2 + β2

1,1

β1
2,−2 + β2

2,−3 β1
2,−1 + β2

2,−2 β1
2,0 + β2

2,−1 β1
2,1 + β2

2,0 β1
2,2 + β2

2,1


and the matrix E is nothing but:

E =



β2
−2,−3 0 0 0 β1

−2,2

β2
−1,−3 0 0 0 β1

−1,2

β2
0,−3 0 0 0 β1

0,2

β2
1,−3 0 0 0 β1

1,2

β2
2,−3 0 0 0 β1

2,2


4.2 Case d = 2

The case Case d = 2 is considered by M. A. DARWISH in [11], the author use the same

technique presented by some others authors (in the case d = 1), but unfortunately there
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is an error occurred in the computation. In fact, the author does not introduce the right

matrix to be used letter in the numerical example, but he use the transposed matrix,

exactly, he de�ned the matrix a
′
n,m as: the elements of the second matrix are zeros except

the elements of the �rst two rows and last two rows this is not true. Here, we present the

right form of the Toeplitz matrices as well as the other matrix used in the computation.

The same method presented in the case d = 1 is applied and after neglecting the error

term we can write:∫ (n+2)h

nh

K (|x− y|)φ (y) dy =
3∑
i=1

βni (x)φ(n+ i− 1)h (13)

In order to determine the function βni , i = 1, 2, 3. We put in (13) φ(x) = xi, i = 0, 1, 2,

we get the following Vandermonde system: 1 1 1
nh (n+ 1)h (n+ 2)h

n2h2 (n+ 1)2 h2 (n+ 2)2 h2

 β1

β2

β3

 =

 In0 (x)
In1 (x)
In2 (x)


with

Ini (x) =

∫ (n+2)h

nh

yiK (|x− y|) dy, i = 0, 1, 2

whose solution is:

β1 =
(n+ 1) (n+ 2)

2
In0 (x)− 2n+ 3

2h
In1 (x) +

1

2h2
In2 (x) (14)

β2 = −n (n+ 2) In0 (x) +
2 (n+ 1)

h
In1 (x)− 1

h2
In2 (x) (15)

β3 =
n(n+ 1)

2
In0 (x) +

(2n+ 1)

2h
In1 (x) +

1

2h2
In2 (x) (16)

Then,∫ a

−a
K (|x− y|)φ (y) dy =

N−2∑
n=−N

βn1 (x)φ(nh) + βn2 (x)φ((n+ 1)h) + βn3 (x)φ((n+ 2)h)

=
N∑

n=−N

D3
n(x)φ(nh)

Where

D3
n(x) =


β−N1 (x) if n = −N

β−N+1
1 (x) + β−N2 (x) if n = −N + 1

βn1 (x) + βn−1
2 (x) + βn−2

3 (x) if −N + 2 6 n 6 N − 2
βN−2

2 (x) + βN−3
3 (x) if n = N − 1
βN−2

3 (x) if n = N
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Following the method presented with d = 1, we have:

φm − λ
N∑

n=−N

D3
m,nφn = fm,∀m ∈ [[−N,N ]] (17)

The 2N + 1 equations is equivalent to a matrix equation of the form:

(Id− λA)φ = f

where Id is the identity matrix in M2N+1(R) and A ∈ M2N+1(R), φ is a column

vector with 2N + 1 entries, and f is a column vector with 2N + 1 entries.

A =


D3
−N,−N D3

−N,−N+1 · · · D3
−N,N

D3
−N+1,−N D3

−N+1,−N+1 · · · D3
−N+1,N

...
...

. . .
...

D3
N,−N D3

N,−N+1 · · · D3
N,N

 , φ =


φ−N
φ−N+1

...
φN

 , f =


f−N
f−N+1

...
fN


The matrix A can be written using a Toeplitz matrix,i.e. A = T− E, where

T = (Tmn),Tmn = β1
m,n + β2

m,n−1 + β3
m,n−2 if −N 6 n,m 6 N

is a Toeplitz matrix of order 2N + 1 and

E = (Emn), Emn =


β2
m,−N−1 + β3

m,−N−2 if n = −N, −N 6 m 6 N
β3
m,−N−1 if n = −N + 1, −N 6 m 6 N

0 if −N + 1 6 n 6 N − 1, −N 6 m 6 N
β1
m,N−1 if n = N − 1, −N 6 m 6 N

β1
m,N + β2

m,N−1 if n = N, −N 6 m 6 N

E has the form

E =


β2
−N,−N−1 + β3

−N,−N−2 β3
−N,−N−1 0 . . . 0 β1

−N,N−1 β1
−N,N + β2

−N,N−1

β2
−N+1,−N−1 + β3

−N+1,−N−2 β3
−N−1,−N−1 0 . . . 0 β1

−N+1,N−1 β1
−N+1,N + β2

−N+1,N−1
...

... 0 . . . 0
...

...
β2
N,−N−1 + β3

N,−N−2 β3
N,−N−1 0 . . . 0 β1

N,N−1 β1
N,N + β2

N,N−1


represents a matrix of order 2N + 1 and the elements of the matrix E are zeros except

the elements of the �rst two columns and last two columns.
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Like the case d = 1, the approximate solution can be obtained in the form

φ = (Id− λ(T− E))−1f , and |Id− λA| 6= 0

4.3 Case d = 3

Similar to the previous cases, we have the following Vandermonde system:
1 1 1 1
nh (n+ 1)h (n+ 2)h (n+ 3)h

n2h2 (n+ 1)2 h2 (n+ 2)2 h2 (n+ 2)2 h2

n2h3 (n+ 1)3 h3 (n+ 2)3 h3 (n+ 2)3 h3




β1

β2

β3

β4

 =


In0 (x)
In1 (x)
In2 (x)
In3 (x)


whose solution is:

β1 =

(
1 +

11

6
n+ n2 +

1

6
n3

)
In0 (x)− 11 + 12n+ 3n2

6h
In1 (x) +

n+ 2

2h2
In2 (x)− 1

6h3
In3 (x)

β2 =
−n (6 + 5n+ n2)

2
In0 (x) +

(6 + 10n+ 3n2)

h
In1 (x)− 5 + 3n

2h2
In2 (x) +

1

2h3
In3 (x)

β3 =
n(n2 + 4n+ 3)

2
In0 (x)− (3n2 + 8n+ 3)

2h
In1 (x) +

3n+ 4

2h2
In2 (x)− 1

2h3
In3 (x)

β4 =
−n(n2 + 3n+ 2)

6
In0 (x) +

(3n2 + 6n+ 2)

6h
In1 (x)− n+ 1

2h2
In2 (x) +

1

6h3
In3 (x)

Then, ∫ a

−a
K (|x− y|)φ (y) dy =

N−3∑
n=−N

4∑
i=1

βni (x)φ((n+ i− 1)h)

=
N∑

n=−N

D4
n(x)φ(nh)

Where

D4
n(x) =



β−N1 (x) if n = −N
β−N+1

1 (x) + β−N2 (x) if n = −N + 1
β−N+2

1 (x) + β−N+1
2 (x) + β−N3 (x) if n = −N + 2

βn1 (x) + βn−1
2 (x) + βn−2

3 (x) + βn−3
4 (x) if −N + 3 6 n 6 N − 3

βN−3
2 (x) + βN−4

3 (x) + βN−5
4 (x) if n = N − 2

βN−3
3 (x) + βN−4

4 (x) if n = N − 1
βN−3

4 (x) if n = N
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Following the method presented with d = 1 and d = 2 we have:

φm − λ
N∑

n=−N

D4
m,nφn = fm,∀m ∈ [[−N,N ]] (18)

The 2N + 1 equations is equivalent to a matrix equation of the form:

(Id− λA)φ = f

where Id is the identity matrix in M2N+1(R) and A ∈ M2N+1(R), φ is a column

vector with 2N + 1 entries, and f is a column vector with 2N + 1 entries.

A =


D4
−N,−N D4

−N,−N+1 · · · D4
−N,N

D4
−N+1,−N D4

−N+1,−N+1 · · · D4
−N+1,N

...
...

. . .
...

D4
N,−N D4

N,−N+1 · · · D4
N,N

 , φ =


φ−N
φ−N+1

...
φN

 , f =


f−N
f−N+1

...
fN


The matrix A can be written using a Toeplitz matrix,i.e. A = T− E, where

T = (Tmn),Tmn = β1
m,n + β2

m,n−1 + β3
m,n−2 + β4

m,n−3 if −N 6 n,m 6 N

is a Toeplitz matrix of order 2N + 1 and

E = (Emn), Emn =



β2
m,−N−1 + β3

m,−N−2 + β4
m,−N−3 if n = −N, −N 6 m 6 N

β3
m,−N−2 + β4

m,−N−3 if n = −N, −N 6 m 6 N
β4
m,−N−1 if n = −N + 1, −N 6 m 6 N

0 if −N + 1 6 n 6 N − 1, −N 6 m 6 N
β1
m,N−1 if n = N − 1, −N 6 m 6 N

β1
m,N + β2

m,N−1 if n = N, −N 6 m 6 N
β1
m,N + β2

m,N−1 + β3
m,N−1 if n = N, −N 6 m 6 N

represents a matrix of order 2N + 1 and the elements of the matrix E are zeros except

the elements of the �rst three columns and last three columns.

Like the case d = 1, 2, the approximate solution can be obtained in the form

φ = (Id− λ(T− E))−1f , and |Id− λA| 6= 0
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Here, we present some numerical examples for di�erent value of N and we make some

comparison with other methods used for the same problem. First, let us say, that there is

many authors present in them works the error versus x with �xed value of N . In our study

we say it's not interesting to do that, the plotting of error versus N in any �xed point is

more interesting. They think that the error is decreasing function according to x (Which

has no numerical meaning), and this idea is not generally true, there is no relationship

between the error at each point. But, the principal goal is to show that the error is a

decreasing function according to the step-size h. The Toeplitz matrix method used to

solve the Volterra/Fredholm Integral equation is a good idea but they write in a bad way

the Toeplitz matrix arises from the linear system, see [11] ( case d = 2). Furthermore, they

compute the eigenvectors and eigenvalues of the Topelitz matrix which has no relation

of the aim of the paper. This paper propose an improvement of some papers and give

a more accurate solution of the Volterra/Fredholm integral equation. We will present

the local error at each point and plot the error versus N for each case d = 1, 2, 3. To

achieve the validity, the accuracy and support our theoretical discussion of the proposed

method, we give some computational results. The computations, associated with the

example, are performed by MATLAB7. Carleman Kernel will be proposed as application.

Moreover, we can give more complicate example, and using the software Maple, to make

the computation.

In the case of Carleman Kernel, i.e. K(|x− y|) = |x− y|−α, T = 1 and α ∈]0, 1[ .

Example 1 Here, we consider the simple case where F = G = 1 and the exact solution

is φ(x, t) = t2 + x2 associated to

f(x, t) =
t3

3

∫ 1

−1

|x− y|−αdy + t

∫ 1

−1

y2|x− y|−αdy

With
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∫ 1

−1

|x− y|−αdy = 1
1−α

(
(1− x)1−α + (1 + x)1−α

)
∫ 1

−1

y2|x− y|−αdy = 2
3−αxη1(x) +

(
1
3
− 2α

3(3−α)

)
η0(x)

η0 = 1
1−α

(
(1− x)1−α + (1 + x)1−α

)
η1 = x η0 + 1

2−α

(
(1− x)2−α + (1 + x)2−α

)
In our computation we will take α = 0.5.

In the case d = 1, Table 1 gives the error at the �xed point (x = 1, t = T ), the error

is deceasing according to N .

N 10 20 30 40 50 60 70
Error 2.423E-2 2.117E-2 4.982E-3 3.214E-3 7.581E-4 5.981E-4 2.982E-5

Table 1: Case d = 1. Comparison of the Error = |φN−φexact| with respect to the number
N

In the case d = 2, Table 1 gives the error at the �xed point (x = 1, t = T ), we see that

the error is a deceasing according to N .

N 10 20 30 40 50 60 70
Error 2.123E-2 2.026E-3 1.125E-4 4.447E-5 1.216E-5 3.247E-6 1.126E-7

Table 2: Case d = 2. Comparison of the Error = |φN − φexact| with respect the number
N

In the case d = 3, Table 1 gives the error at the �xed point (x = 1, t = T ), we see that

the error is a deceasing according to N .

N 10 20 30 40 50 60 70
Error 1.012E-3 1.011E-4 2.345E-5 8.760E-6 1.216E-6 8.346E-8 1.307E-8

Table 3: Case d = 3. Comparison of the Error = |φN−φexact| with respect to the number
N

Example 2 Here, we consider α = 1
2
. Consider the Volterra-Fredholm Integral equation

of second kind with:

F (x, t) = 1, G(x, t) = 1, f(x, t) = ln |1 + t|
∫ 1

−1

|x− y|−αdy − t
∫ 1

−1

y3 |x− y|−αdy
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where ∫ 1

−1

y3 |x− y|−αdy = x3 +
(
ω1 + ω2

)
ω1 = −1

7
x7

1 + 3
5
xx5

1 − x2x3
1 + x3x1

ω2 = 1
7
x7

2 + 3
5
xx5

2 + x2x3
2 + x3x2

x1 =
√

1 + x
x2 =

√
1− x

and the exact solution is φ(x, t) =
1

1 + t
− x3. The plot of log10

∣∣eN ∣∣ with respect to N

(see Figure 1) shows the improvement brought by d = 3. The Figure 2 and 3 shows the

exact and approximate solutions in both example with d = 3 and N = 50.

10 20 30 40 50 60 70
−8

−7

−6

−5

−4

−3

−2

−1

N

lo
g 10

(E
rr

or
)

 

 
Approximation using d=1
Approximation using d=2
Approximation using d=3

Figure 1: The error versus N
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Figure 2: Case φ(x) = t2 + x2. Exact
and approximate solution with N = 50
and d = 3.
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Figure 3: Case φ(x) = 1
1+t
− x3. Exact

and approximate solution with N = 50
and d = 3.

1. Note, the case d = 3, never has been considered by other author. It's give an

improvement in the error term.

2. As we see, the error for the three cases d = 1, 2, 3 is a decreasing function according

to N . The case d = 3 is better than the other ones.

3. The method presented in our paper can be generalized to more general Kernels.

4. Our method can be compared to other method like Chebychev and Legendre ap-

proximations. This will be considered in other papers.
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